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Recap: Neural networks
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Recap: Neural networks
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Part 1:
Reinforcement Learning
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Markov Process

6



Policy
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Reward and Discount Factor
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Q and Value functions
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Q and Value functions
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Q and Value functions
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High level intuition
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Q Learning
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Actor-Critic structure
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State-of-the-art algorithms
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Part 2:
Imitation learning
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Differences with Reinforcement Learning
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Differences with Reinforcement Learning
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Expert choice
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Expert choice
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Behavioral cloning
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Training to Overcome the sim2real Gap
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https://blog.research.google/2017/10/closing-simulation-to-reality-gap-f
or.html
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Wikipedia

Training to Overcome the sim2real Gap



Training to Overcome the sim2real Gap
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Zeng et al., RSS (2020)
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Outro 
Recap

Wikipedia Faive Robotics



Recap: Markov process
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Recap: From Q and Value Functions to
State-of-the-art algorithms
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DDPG PPO
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Recap: Imitation learning
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Recap: Training to Reality Gap
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